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Machine Learning

Build computer systems that can simulate human
intelligent habilities (learning, reasoning,...)

Learn to perform tasks from previous

Machine Learning (ML) experiences (without explicit instructions)

Machine learning model inspired by the
structure and function of biological
neural networks in animal brains
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Machine Learning
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« XOR Problem

» Solution to nonlinearly separable problems
» Big computation, local optima and overfitting + Kernel function: Human Intervention

V. Vapnik - C. Cortes

» Limitations of learning prior knowledge

» Hierarchical feature Learning



Machine Learning
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Machine Learning (ML)

Given a dataset D and a performance metric P, we want to learn a function A(X) (i.e., model)
that maximizes P(h) on unseen examples X' & D

1. Acquire data

Performance P(h) Dataset D The type of learning is defined by the
type of experience given to the model:

L abelled Data

2. Train model

| > Supervised Learning
3. Evaluate model Hypothesis space
Optimization algorithm Unlabelled Data

Objective function

> Unsupervised Learning
Unseen

examples X’ Rewards from the environment

. > Reinforcement Learning
Learned function A(X)
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Supervised Learning

In supervised learning problems, we have a dataset D of tuples (X(i), y(i)) and the goal is to learn a function

h(x) = J that predict the labels y) from the feature vectors X', minimizing predicion error on unseen
examplesX' & D.

Formally:

D = {(xD,y), .., x"™, y™)} € RYx C, where:
» mis the number of examples in the dataset

» x4 is the feature vector of the i example

» vy is the lavel (or class) of the i example

» R%is d-dimensional feature space

» C'is the label space
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Examples of supervised learning problems
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Spam

Hi Lucas!
You just got 1 million dollars!

Click here to claim your prize!
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D = {x,yV),....x"™,y"™)} CR!x C

Spam Detection (Binary classification)
x. frequency of the i word in a dictionary (bag of words)

y e C=1{0,1}

Handwritten Digits Classification (Multiclass classification)
x). color value of the i pixel of the flattened image

y? e C=1{0,1,2,3,4,56,7,8,9)

Houce price prediction (Regression)

X(li); size , X(zi); location, ..., X,(f); number of bedrooms

yWwecC=R
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Visualization of Supervised Learning Problems

Classification Regression

Find a function(e.qg., linear) that splits Find a function(e.q., linear) that fits
the data points by their classes the data points
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Unsupervised Learning

In unsupervised learning, the examples in the dataset D do not have labels
y(’) and the goal is to discover patterns and relationships in the data.

Formally:

D = {xD x? ... x"1 c R4 where:

» m is the number of examples in the dataset
» X\ is the feature vector of the i example

» R%is d-dimensional feature space

UF 12



Examples of unsupervised learning problems

Clustering
Discover the inherent groupings in the data

s / ? Dimentionality Reduction
v, AP - eu— e Representing a given dataset using a lower
OQ“ OoO :. ;
- g number of features

Generative Al
Generate new examples similar to the dataset
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Reinforcement Learning

In reinforcement learning, the goal is to learn a function zz(s) = a to predict an action
a from a state s, maximizing the expected sum of rewards received by the environment.

Agent
» Receives astate s,attime?

» Performsanactiona,attime?

State s, Reward r, Action a,

Environment

» Returnsareward value r,, ¢ and;

xt stat '
» [he nextstate s,

UF
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Data Types

Structured Data(tabular)

Size (m2) Location N. of bedrooms Price
72 Centro 2
b4 Centro 1
72 Clélia 3
Age State AdId Click
72 MG 93242 1
54 SP 93287 0
72 RJ 71244 1
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Unstructured Data

Spam

Hi Lucas!

You just got 1 million dollars!

Click here to claim your prize!

Audio

Text
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Supervised Learning Algorithms

UF
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Supervised Learning

Learn a function A(x) =  from a dataset D = {(x®, yD), ..., x™, y™)} to predict the labels y¥
from the feature vectors X1, minimizing prediction error on unseen examples X’

1. Acquire experiences

Dataset

Accuracy/Error
y D = {(x,yM), ..., (x", ymy}

3. Evaluate model 2. Train model

classification/ Hypothesis space
: timization algorith
regreSSIOn Op IMilZa |onagor| M
Loss function

Unseen
examples X’

Learned function A(x) = y

UF
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Training a model

Training a model means finding a function 2 € H in a space of functions H

lo do that, asupervised learning algorithm needs to:

1. Define an especific espace of funcions, called hypothesis space H;

2. Find the best functionh € H, i.e., the function that minimizes the
prediction error according to some loss function L.

In neural networks (and many other ML algorithms), this step is
formalized as an optimization algorithm!

UF 18



Hypothesis Space

The hypothesis space /H definies the set of functions an ML algorithm can
find.

Examples:

Linear Sinusoidal Degree-12 Polynomial
. 12
h(x) = wix + wy hx) = wix + sinwox) h(x) = Y, wix
1=0

UF | 19



Loss function

The loss function L evaluates a function h € H with the dataset D = {(x'V, y\D), ..., (x", y("™)}:

» Measures how far the predictions A(xM) are from labels y; of examples x, yWy € D:;

» Loss values L(h) are always positive;

» The lower the L(h), the better the function & — a function with loss L(h) = O(zero) correctly
predicts the labels of all examples in D;

» Typically, loss functions are normalized to be independent from the size m of the dataset D.

Examples:

Zero-One Loss Mean Squared Error (MSE) Mean Absolute Error (MAE)

1 & 1, if i(x®) #£ y® 1 < ; j | % i i
L) = — D Suxoy sy Where 8y = { L) = — D (h(xD) — y0)2 L) = — D [ h(xD) -y
i=1 i=1

P 0, otherwise

UF
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Evaluating Model's Performance

Given a dataset D, a hypothesys space H and a loss function L, we want to find the function & € H that:
h = argmin, _;L(h)

If we find a function i € H with low loss in D, how do we know that it also has loss low in new
examples (X', y") & D?

Consider the following "memorizer” function:
h(x) = {y(i)’ it 3(x", yV) € D, such that, x = x » Loss O forexamplesinD;

0,  otherwise » Very high loss for unseen examples!

This problem is called overfit!

UF



Evaluating Model's Performance

To evaluate a model on unseen examples, we typically divide the dataset D in 3 disjoint subsets:
D,.,D,, e D,

[ro

Hypothesis A with high errorin D,.— Underfit!

Hypothesis i with Hypothesis & with

Training Set low errorin D, Validation Set low errorin D, Test Set

D
Train model

D

vad
Select the best model

D
Evaluate model

[r te

Hypothesis A with high errorin D, ,— Overfit!

UF
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Supervised Learning Algorithms

hypothesis space

UF

here are many supervised learning algorithsm and each oen assumes a different

» Linear Regression

» Logistic Regression

» Decision Trees

» K-Nearest Neighbors (KNN)

» Naive Bayes

» Suport Vector Machines(SVMs)
» Neural Networks
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Next Lecture

L3: Linear Models

Jiscuss simple

models th

supervised learning prob

» Linear Regression

» Perceptron

» Logistic Regression

» Gradient Descent

UF

at are the basis to how neural networks solve
ems:



